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Abstract

A novel edge-adaptive demosaicing algorithm (EADA) is proposed in this paper to effectively reduce color artifacts in demosaiced
images from a color filter array (CFA). The proposed algorithm aims to reduce the aliasing error in red and blue channels by exploiting
high-frequency information of the green channel. To achieve this, color-difference based edge-adaptive filtering and post-processing
schemes are designed to reproduce the color values by exploiting the green channel information. For green channel interpolation,
any of the existing image interpolation methods can be used and combined with the proposed algorithm. Moreover, a new adaptive inter-
polation method is presented for reconstructing the green channel from CFA samples. We have compared this technique with two recently
proposed demosaicing techniques: Gunturk’s and Lu’s methods. The experimental results show that EADA outperforms both of them in
both PSNR values and CIELAB DE�ab measures.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Digital color images from single-chip digital still camer-
as are obtained by interpolating the output from a color fil-
ter array (CFA). The CFA consists of a set of spectrally
selective filters that are arranged in an interleaved pattern
so that each sensor pixel samples one of three primary col-
or components. These sparsely sampled color values are
termed mosaiced images. To render a full-color image from
a mosaiced image, an image reconstruction process, com-
monly known as CFA interpolation or CFA demosaicing,
is required to estimate for each pixel its two missing color
values. The simplest CFA demosaicing methodologies
apply well-known interpolation techniques to each color
channel such as nearest-neighbor replication, bilinear inter-
polation, and cubic spline interpolation. However, these
single-channel algorithms usually introduce severe color
artifacts and blurring around sharp edges [1]. These draw-
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backs indicate the need for more specialized algorithms for
advanced demosaicing performance. We discuss these
demosaicing methods in three groups.

The first class of demosaicing methods is based on high
cross-correlation between color channels [1–3]. In [2],
smooth hue transition algorithms are presented based on
inter-channel correlation, which assumes that hue does
not change abruptly between neighboring pixel locations.
This class of algorithms exploits color ratios between red
and green, blue and green to interpolate the missing color
values. In addition to interpolating the color ratios, they
also use inter-channel color differences (red minus green
and blue minus green) [3]. Although these algorithms nor-
mally give better performance than single-channel algo-
rithms, they cannot produce satisfactory demosaicing
results around sharp edges, where the assumption of
inter-channel correlation does not hold.

To reduce the undesirable demosaicing artifacts on sharp
edges, the second class of demosaicing algorithms employs
an edge-directed interpolation approach to perform the
interpolation along image edges and prevent the interpola-
tion across edges [4–7]. These methods first analyze the
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Fig. 1. Bayer color filter array pattern.
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spatial correlation of a local image neighborhood and then
select a suitable interpolation direction together with its
neighboring pixels to estimate the missing color values.
The third class of demosaicing methods uses both the above
demosaicing approaches [8–15]. Kimmel proposes a hybrid
demosaicing method [9], which estimates each missing color
value by combining the edge-directed interpolation with
smooth hue transition algorithm in an iterative process. Li
and Orchard [10] proposed an edge-directed interpolation
scheme to interpolate inter-channel color differences by
exploiting the geometric duality between low-resolution
covariance of CFA samples and high-resolution covariance
of demosaiced images. In [11], a nonlinear demosaicing
scheme based on optimal recovery interpolation of gray
scale images was proposed. The optimal recovery interpola-
tion scheme was presented to interpolate the green plane
and the inter-channel color differences. Another effective
method that exploits inter-channel correlation was pro-
posed by Gunturk et al. [13]. They utilized an edge-directed
interpolation scheme to estimate the missing color values in
the green channel and an alternating projection scheme to
estimate the missing color values in red and blue channels
based on high inter-channel correlation. In a recent effort,
Lu and Tan [14] presented an improved hybrid CFA demo-
saicing method that consists of two successive steps: an
interpolation step to render full-color images and a post-
processing step to suppress visible demosaicing artifacts.

The second and third class algorithms generally produce
high quality visual results, especially in reconstructing
sharp edges of the demosaiced image. However, in regions
of fine details, where edges tend to be short and in different
directions, these algorithms introduce undesirable errors
and generate color artifacts. Color artifacts are caused pri-
marily by aliasing error in high-frequency regions such as
edges or fine textures. In demosaicing, color artifacts exist-
ing around edges and fine textures of the demosaiced image
are a factor limiting performance. Existing algorithms are
unable to resolve color artifacts in these regions effectively
to obtain demosaiced results with high visual quality.

To effectively reduce color artifacts in demosaiced
images, we here propose a novel edge-adaptive CFA demo-
saicing algorithm. The proposed demosaicing algorithm
consists of color-difference based edge-adaptive low-pass
filtering and post-processing schemes to reproduce color
values by exploiting the green channel information for
making high-frequency components of red and blue chan-
nels similar to the green channel. The red and blue channels
are first reconstructed using bilinear interpolation and then
edge-adaptive filtered in color-difference space. Subse-
quently, the visible color artifacts in high-frequency regions
of the full-color demosaiced image can be reduced effectively
in the post-processing step. Another advantage of the pro-
posed algorithm is that any existing image interpolation
methods can be combined with the proposed algorithm
to reconstruct the green channel. Moreover, we also pres-
ent a new adaptive interpolation method for reconstructing
the green channel from CFA samples.
To evaluate the performance of the proposed demosaic-
ing method, we adopted the PSNR and CIELAB DE�ab [16]
to measure the fidelity of demosaiced images. Experimental
results reveal that the proposed method performs satisfac-
torily on well-defined edges and effectively reduces visible
color artifacts in fine details of the demosaiced images.
We have compared this algorithm with two well-known
demosaicing techniques [13,14]. The experimental results
show that our method outperforms both of them, both in
PSNR values and CIELAB DE�ab measures, and also gives
superior demosaiced fidelity in visual comparison.

The rest of this paper is organized as follows: In Section
2, we will describe the motivation to study the color-differ-
ence based demosaicing algorithm. Section 3 presents the
proposed color-difference based demosaicing algorithm.
We then present a new adaptive interpolation method for
reconstructing a green channel from CFA samples in Sec-
tion 4. Section 5 presents the experimental results and com-
pares the demosaicing results of the proposed method with
other existent methods. Section 6 summarizes the contribu-
tions of this work.

2. Color-difference approach to demosaicing

Fig. 1 illustrates the most used CFA pattern, the Bayer
pattern [17], where R, G and B denote, respectively, pixels
having only red, green and blue color values. We limit our
discussion in this paper to the Bayer pattern because it is so
popular. In a Bayer pattern, green samples are obtained on
a quincunx, while red and blue samples are obtained in
rectangular lattices. The density of red and blue samples
is one-half that of the green ones, and the aliasing error
of high-frequency components in green channel is likely
to be less than that in red and blue channels. Thus, a com-
mon problem in demosaicing is that the visible color arti-
facts in high-frequency regions are caused primarily by
aliasing in the red and blue channels. Fortunately, there
is usually high inter-channel correlation in high-frequency
regions among red, green, and blue channels for natural
color images [13]. This implies that the red, green, and blue



Fig. 3. Flowchart for demonstrating the assumption of color-difference
model.
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channels are quite similar at fine texture and edge locations
with all three colors. Therefore, a valid assumption can be
made that object boundaries are the same in all three color
channels. In other words, the high-frequency regions are
similar in all three channels and close to the high-frequency
regions of the green channel. In order to validate this
assumption, we utilize twenty-four natural images from
the Kodak PhotoCD (see Fig. 2), which have been used
as test images for several demosaicing studies [13–15].

Fig. 3 shows the flowchart for demonstrating the
assumption of color-difference model mentioned above.
The key concept is to replace the high-frequency compo-
nents of red and blue planes by using those of green plane,
and compare then the mean squared error (MSE) between
the original and reconstructed color planes. A low-pass fil-
ter is utilized for red and blue planes and a high-pass filter
for the green plane. We utilize 2-D ideal low-pass and high-
pass filters in this procedure. Their transfer functions are
given by [18]:

H lowpassðu; vÞ ¼
1 if Dðu; vÞ 6 D0;

0 if Dðu; vÞ > D0;

�
and

H highpassðu; vÞ ¼
0 if Dðu; vÞ 6 D0;

1 if Dðu; vÞ > D0;

�

where D0 is a specified nonnegative quantity; and D(u,v) is
the distance from point (u,v) to the origin of the frequency
plane. We set D0 equal to 128 in this test. After filtering in
each color plane, the new red and blue planes, R and B, are
reconstructed by adding the high-frequency components of
the green plane to their low-frequency components respec-
tively. Table 1 records the MSE comparison results of each
step. The first and second columns show the MSE between
original and low-pass filtered red (blue) planes Rlow (Blow).
The third and fourth columns show the MSE between ori-
ginal and reconstructed red (blue) planes RðBÞ. From the
Fig. 2. Test images used
test results, it is clear that the MSE is reduced effectively
by adding the high-frequency regions of the green plane
Ghigh to the low-pass filtered red (blue) planes. This implies
that the high-frequency regions of red and blue planes are
similar and close to the high-frequency regions of the green
plane. Thus, the assumption is validated. Based on this
assumption, our motivation in this study is to reduce the
color artifacts in high-frequency regions by adding the
high-frequency information of green channel to other color
channels. As described below, this can be achieved by uti-
lizing the color-difference model.

Let ½Rd Gd Bd � denote three color planes of a demo-
saiced image. The Fourier spectrum of each color plane can
be described as follows:
F ½Rd � ¼ F ½Rd �l þ F ½Rd �h; F ½Gd � ¼ F ½Gd �l þ F ½Gd �h;
F ½Bd � ¼ F ½Bd �l þ F ½Bd �h; ð1Þ
in the experiment.
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Table 1
Comparison of mean squared error at each step in Fig. 3

Image no. MSE(R,Rlow) MSE(B,Blow) MSEðR;RÞ MSEðB;BÞ
1 260.2865 263.2530 4.2306 2.9049
2 73.0098 66.0994 9.8449 1.6476
3 59.1224 55.4568 3.1630 4.0863
4 75.0895 71.0032 8.0543 1.6137
5 307.8661 293.3846 6.3342 9.2040
6 178.8668 174.3140 2.1157 4.2843
7 76.3988 76.0140 2.8284 3.3626
8 539.2621 526.6953 8.2720 7.8362
9 81.2787 77.1119 2.6365 3.9927

10 86.7402 89.3761 2.8525 4.2737
11 149.5650 139.4246 4.1582 2.2200
12 70.4837 74.3636 3.1482 2.9343
13 415.0555 415.0555 3.3856 10.3724
14 168.1822 141.2964 9.1458 8.2062
15 112.1141 103.0222 12.2228 3.6253
16 82.9777 80.8168 1.3618 1.8066
17 81.5764 84.8154 2.2567 3.9789
18 187.1993 182.8144 6.1265 10.0651
19 179.4598 163.5454 2.7882 3.8415
20 119.7853 109.3889 2.4227 6.2912
21 155.7798 160.6295 2.6352 4.9741
22 124.3185 129.3350 7.7838 7.3834
23 57.6438 55.0500 4.2972 4.7799
24 232.1675 302.3846 10.3759 19.5268
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where F[Æ] denotes the 2-D discrete Fourier transform; and
the subscripts l and h stand for low-frequency and high-fre-
quency components, respectively. The color-difference
models of the demosaiced image are defined such that

Rg ¼ Rd � Gd ; Bg ¼ Bd � Gd : ð2Þ

Let L{Æ} denote a linear low-pass filtering process, and ~Rg

and ~Bg denote the low-frequency regions of the color differ-
ences corresponding to Rg and Bg. Suppose that the high-
frequency components of the color differences Rg and Bg

can be removed by the low-pass filtering process, the Fou-
rier spectrum of ~Rg and ~Bg can be described such that

F ½~Rg� ¼ LfF ½Rg�g ¼ F ½Rd �l � F ½Gd �l;
F ½~Bg� ¼ LfF ½Bg�g ¼ F ½Bd �l � F ½Gd �l: ð3Þ

Subsequently, the new red and blue planes of the demo-
saiced image, Rd and Bd , can be obtained by adding ~Rg

and ~Bg with Gd respectively. Their Fourier spectra are
given by

F ½Rd � ¼ F ½~Rg þ Gd � ¼ F ½Rd �l þ F ½Gd �h;
F ½Bd � ¼ F ½~Bg þ Gd � ¼ F ½Bd �l þ F ½Gd �h: ð4Þ

It is clear from (4) that the high-frequency components of
the new red and blue planes of the demosaiced image are
replaced by the high-frequency components of the green
plane. Because the aliasing error in the green plane is usu-
ally much smaller than those in red and blue planes, based
on the assumption described above, the aliased errors in
red and blue channels can be efficiently reduced by linear
low-pass filtering in the color-difference spaces and adding
the results with green channel to obtain the new ones. This
observation leads to the development of an efficient demo-
saicing algorithm based on color-difference that can reduce
the color artifacts in high-frequency regions such as edges
or fine textures.

The color-ratio model has been another useful model for
the development demosaicing algorithms [1,9]. The main
difference between the color-difference model and the color-
ratio model is that the latter assumes the ratios between the
red and green values are constant within a given object, as
are the ratios between the blue and green values. However,
the color-ratio model usually fails to work around edge
regions and results in some color artifacts because the con-
stant-ratio assumption is not valid in these regions. But,
again, the assumption used by color-difference model is
that the high-frequency regions are similar in all three
channels and close to the high-frequency regions of the
green channel. If the high-frequency components of the
green channel (such as edges and fine textures) can be
recovered within small aliasing errors, then the results
can be used to effectively reduce the aliasing errors in red
and blue channels. In the following section, we describe
the proposed edge-adaptive demosaicing algorithm
(EADA) based on the color-difference model.
3. Proposed edge-adaptive demosaicing algorithm

Fig. 4 illustrates a simplified CFA demosaicing proce-
dure for digital cameras. Given the CFA samples, an inter-
polation step is first performed to obtain the full color
demosaiced image. Due to restrictions on computing
power, the demosaiced images obtained from the interpola-
tion step usually lack sharpness and contain false colors or
color artifacts. Hence, a post-processing step is required to
provide more visually pleasing demosaiced results. In the
proposed EADA, the interpolation and post-processing
steps are both developed based on the color-difference
model.

To begin with derivation of the proposed demosaicing
algorithm, we first assume that the green channel has been
fully recovered by using an existing image interpolation
method. The initial estimation of red and blue channels
can be obtained, for instance, by utilizing some well-known
method such as bilinear interpolation. Note that at this
stage we do not process the original red (blue) values, but
rather keep them the same as the original CFA-sampled
color values. When an initial demosaiced image is
obtained, we then utilize an adaptive low-pass filter to filter
the color-difference value at the missing pixel locations in
red (blue) channels.
3.1. Edge-adaptive low-pass filtering

Let ½Rd
i Gd

i Bd
i � denote three color planes of the initial

demosaiced image. The color-difference planes are given by

R ¼ Rd � Gd and B ¼ Bd � Gd ; ð5Þ



Fig. 4. Simplified CFA demosaicing procedure in digital cameras.
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where Rd
i and Bd

i are, respectively, the initial estimated red
and blue channels obtained from bilinear interpolation;
and Gd

i is the initial estimated green channel obtained by
any image interpolation method. The filtering procedure
involves two sub-steps: first, edge-adaptive low-pass filter-
ing of the red (blue) values over the original blue (red) pix-
els, as shown in Fig. 5(a); second, edge-adaptive low-pass
filtering of the red (blue) values over the original green pix-
els, as shown in Fig. 5(b). Because the same procedure is
used for both Rg and Bg color-difference planes, only the
procedure of Rg will be described in the following
presentation.
Fig. 5. (a) The red value on blue pixel and (b) the red value on green pixel
of a central pixel to be estimated.
Referring to Figs. 5(a) and (b), the color-difference value
Rg of red pixel at the center position is to be filtered adap-
tively by

Rg ¼
ea1R̂g1 þ ea2R̂g2 þ ea3R̂g3 þ ea4R̂g4

ea1 þ ea2 þ ea3 þ ea4

; ð6Þ

where R̂g1 � R̂g4 are the color-difference adjusted values
and ea1 � ea4 are the edge indicators corresponding to each
color-difference adjusted value. These edge indicators are
defined as a decreasing function of the directional deriva-
tive of the center point and its neighboring points. In the
edge-adaptive filtering stage, we propose to introduce the
second-order directional derivatives of neighboring color-
difference values for detecting edges more accurately. In
the case of Fig. 5(a), the edge indicators are given by

ea1 ¼
1

1þ Rg1�Rg3

2
ffiffi
2
p

��� ���þ Rg5�2Rg1þRg3

2
ffiffi
2
p

��� ��� ; ea2 ¼
1

1þ Rg4�Rg2

2
ffiffi
2
p

��� ���þ Rg4�2Rg2þRg6

2
ffiffi
2
p

��� ��� ;
ea3 ¼

1

1þ Rg1�Rg3

2
ffiffi
2
p

��� ���þ Rg1�2Rg3þRg7

2
ffiffi
2
p

��� ��� ; ea4 ¼
1

1þ Rg4�Rg2

2
ffiffi
2
p

��� ���þ Rg8�2Rg4þRg2

2
ffiffi
2
p

��� ��� :
ð7:aÞ

In the case of Fig. 5(b), they are given by

ea1 ¼
1

1þ Rg3�Rg1

2

��� ���þ Rg3�2Rg1þRg5

2

��� ��� ; ea2 ¼
1

1þ Rg2�Rg4

2

��� ���þ Rg6�2Rg2þRg4

2

��� ��� ;
ea3 ¼

1

1þ Rg3�Rg1

2

��� ���þ Rg7�2Rg3þRg1

2

��� ��� ; ea4 ¼
1

1þ Rg2�Rg4

2

��� ���þ Rg2�2Rg4þRg8

2

��� ��� :
ð7:bÞ

The color-difference adjusted values R̂g1 � R̂g4 are derived
based on the assumption that the difference of neighboring
color-difference values along an interpolation direction is
constant. For example, to find the color-difference adjusted
value at Rg1 location, this assumption gives the following
relationships for the neighboring color-difference values
along the right-up direction

Rg1 � Rg3 ¼ ðRg1 � R̂gÞ þ ðR̂g � Rg3Þ and ð8Þ
Rg1 � R̂g ¼ R̂g � Rg3; ð9Þ

where R̂g denotes the missing color-difference value at Bg

location. Combining (8) and (9), we have

Rg1 � Rg3 ¼ 2ðRg1 � R̂gÞ:

This implies that R̂g ¼ Rg1 þ ðRg3 � Rg1Þ=2. This value is
denoted by R̂g1, which is used to estimate Rg in the right-
up interpolation direction. In a similar manner, the
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color-difference adjusted values along other interpolation
directions are given by

R̂g2 ¼ Rg2 þ
Rg4 � Rg2

2
; R̂g3 ¼ Rg3 þ

Rg1 � Rg3

2
;

R̂g4 ¼ Rg4 þ
Rg2 � Rg4

2
:

Finally, the full-red plane is obtained by recovering the
spatial plane from color-difference plane such that

Rd
i ¼ Rg þ Gd

i : ð10Þ

As the same procedure is utilized for recovering the blue
plane, a full-color demosaiced image can be obtained.
3.2. Post-processing

The post-processing step aims to suppress visible color
artifacts residing in the demosaiced image obtained from
the edge-adaptive low-pass filtering step. To achieve this,
a similar procedure is applied iteratively to smooth the color-
difference values and make them become locally constant
within an object. Let ½Rd

i Gd
i Bd

i � denote three color
planes of the full-color demosaiced image obtained
from the interpolation stage explained above. We first
correct the green values to fit the color-difference values
as smoothly as possible by using edge-adaptive filtering.
The color-difference plane between green and red (blue)
planes are given by

Gr ¼ Gd
i � Rd

i and Gb ¼ Gd
i � Bd

i : ð11Þ

Let us first illustrate how the color-difference value Gr in
Fig. 6 is filtered by using the edge-adaptive filtering method
as an example.

Referring to Fig. 6, the color-difference value Gr of the
central pixel is to be filtered. Similar to the edge-adaptive
interpolation, the color-difference value Gr is estimated by
its neighboring color-difference values such that
Fig. 6. Adaptive filtering of the red-green color difference plane.
Gr ¼
X8

j¼1

wjGrj; wj ¼
ebjP8
k¼1ebk

; ð12Þ

where the edge indicators eb1 � eb8 associated with the
neighboring color-difference values Gr1 � Gr8 are also de-
fined as a decreasing function of the directional derivative
of the center point and its neighboring points. However,
at this stage, only the first-order directional derivatives of
neighboring color-difference values are introduced. Experi-
mentally, this can work better than the case of introducing
the second-order directional derivatives. Thus, the edge
indicators corresponding to each neighboring color differ-
ence value at this stage are given by

eb1 ¼
1

1þ Gr5�Gr1

2

�� ��þ Gr�Gr9

2

�� �� ; eb2 ¼
1

1þ Gr2�Gr6

2
ffiffi
2
p

��� ���þ Gr10�Grffiffi
2
p

��� ��� ;
eb3 ¼

1

1þ Gr3�Gr7

2

�� ��þ Gr11�Gr
2

�� �� ; eb4 ¼
1

1þ Gr8�Gr4

2
ffiffi
2
p

��� ���þ Gr�Gr12ffiffi
2
p

��� ��� ;
eb5 ¼

1

1þ Gr5�Gr1

2

�� ��þ Gr13�Gr
2

�� �� ; eb6 ¼
1

1þ Gr2�Gr6

2
ffiffi
2
p

��� ���þ Gr�Gr14ffiffi
2
p

��� ��� ;
eb7 ¼

1

1þ Gr3�Gr7

2

�� ��þ Gr�Gr15

2

�� �� ; eb8 ¼
1

1þ Gr8�Gr4

2
ffiffi
2
p

��� ���þ Gr16�Grffiffi
2
p

��� ��� :
ð13Þ

Subsequently, the same procedure is applied to adaptively
filter the color-difference plane between green and blue
planes Gb. Then the post-processed green plane can be ob-
tained such that

Gd
p ¼
ðGr þ Rd

i Þ þ ðGb þ Bd
i Þ

2
: ð14Þ

Since the same procedure is used to filter the other color-
difference planes, Rgp ¼ Rd

i � Gd
p and Bgp ¼ Bd

i � Gd
p , the

post-processed red and blue planes can be obtained respec-
tively as Rd

p ¼ Rgp þ Gd
p and Bd

p ¼ Bgp þ Gd
p . This procedure

is set to repeat three times, and the post-processed demosa-
iced images ½Rd

p Gd
p Bd

p � will be completed after this
stage.

Fig. 7 summarizes the proposed edge-adaptive demosa-
icing algorithm. For green plane interpolation, any of the
existing image interpolation methods can be adopted, for
instance edge-directed interpolation [10], adaptively qua-
dratic image interpolation [19], etc. The initial full-color
demosaiced image is first reconstructed in the interpolation
step, then the color artifacts in the initial demosaiced result
are reduced in the post-processing step. Note that the main
difference between the proposed algorithm and Kimmel’s
method [9] is that Kimmel’s method is based on the
color-ratio model, whereas the proposed algorithm is based
on the color-difference model. As a result, Kimmel’s
method usually induces color artifacts like overshot points
around edge regions, but the proposed algorithm will not.
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4. Green channel adaptive interpolation

In this section, we present a novel adaptive interpola-
tion method for green channel reconstruction from CFA
samples. The green plane has the most spatial information
of the image to be demosaiced and has great influence on
the perceptual quality of the image. In order to recon-
struct the demosaiced images with satisfactory quality,
we propose a nonlinear procedure for choosing the direc-
tion of interpolation to reconstruct the green channel.
Fig. 8 shows two cases of green samples in Bayer pattern,
where the green value of central pixels are to be estimated
from its four surrounding green pixels, G1 � G4. The
central missing green value G can be estimated by the
following expression:
Fig. 8. Two cases of missing gree
G ¼

ws1Ĝ1 þ ws2Ĝ2 þ ws3Ĝ3 þ ws4Ĝ4 if E < T
we1Ĝ1þwe3Ĝ3

we1þwe3
if E P T and we1 þ we3 > we2 þ we4

we2Ĝ2þwe4Ĝ4

we2þwe4
if E P T and we2 þ we4 > we1 þ we3

we1Ĝ1 þ we2Ĝ2 þ we3Ĝ3 þ we4Ĝ4 otherwise

8>>>>><
>>>>>:

ð15Þ
where E = max{(|G1 � G2| + |G3 � G4|)/2, (|G1 � G4| +
|G2 �G3|)/2}; Ĝ1 � Ĝ4 are the color-adjusted green values;
ws1 � ws4 and we1 � we4 are, respectively, the associated
weights when E < T and E P T; and T is a threshold value.
In other words, if E < T, we regard the central pixel as
being in a smooth region. Otherwise, we regard the central
pixel as being in an edge region. In the smooth region, the
weights associated with four surrounding color-adjusted
n value on the central pixel.



Table 2
PSNR (dB) and DE�ab measures for edge and smooth regions of demosaiced images

Step: Interpolation step Post-processing step

Method: Gunturk Lu’s interpolation. EADA interpolation Gunturk with Lu’s post-
processing

Lu’s post-processing EADA post-processing

Region: Smooth Edge Smooth Edge Smooth Edge Smooth Edge Smooth Edge Smooth Edge

1 34.8027 32.1314 33.6657 30.2769 33.8758 29.6090 35.1747 32.5912 35.6250 32.5756 36.3186 33.2922

1.3746 1.8079 1.4062 2.0304 1.3657 2.1142 1.3358 1.7421 1.2359 1.6944 1.1649 1.5896

2 36.1431 31.1341 37.3906 31.6283 37.6166 31.5044 36.0054 31.0292 37.3429 31.7327 37.7334 32.2726

1.4912 2.4644 1.3306 2.3008 1.2803 2.2252 1.5067 2.4611 1.3316 2.3021 1.2608 2.0880

3 38.4495 31.2964 39.2719 31.9197 39.8120 31.7793 38.5750 31.3713 39.9506 32.5027 40.3416 32.6216

0.8651 1.7615 0.7942 1.7531 0.7562 1.6497 0.8493 1.7614 0.7489 1.6302 0.7333 1.5469

4 36.3190 31.9110 36.9232 32.0017 36.9084 31.3759 36.2963 31.8991 37.5835 32.8044 37.2557 32.1889
1.1891 1.9795 1.1411 1.9963 1.1003 2.0467 1.1444 1.9417 1.0376 1.8063 1.0647 1.8785

5 34.1087 31.2459 34.9989 30.7794 35.1065 30.0261 34.0323 31.2406 35.7578 32.0784 35.4706 31.9267
1.9338 2.5203 1.6754 2.5176 1.6324 2.6263 1.9254 2.4951 1.5695 2.2340 1.6157 2.2673

6 36.5753 31.7874 35.6154 29.7878 36.1635 30.2979 36.8764 32.1401 36.9993 31.5921 37.8157 33.2342

0.9202 1.6638 0.9298 1.8882 0.8893 1.7289 0.9035 1.6233 0.8484 1.6461 0.8077 1.4133

7 38.6294 33.7006 40.1308 34.2764 40.2486 34.0593 38.4476 33.4629 40.3646 34.6075 40.4996 34.7691

0.9213 1.8230 0.7834 1.6691 0.7645 1.5926 0.9349 1.8801 0.7673 1.6307 0.7589 1.5522

8 33.3108 29.5236 33.1422 28.0243 33.4184 28.5194 33.5960 29.8621 34.4226 29.7022 34.8608 31.1762

1.3547 2.1025 1.3325 2.2654 1.2842 2.0965 1.3229 2.0440 1.1988 1.9914 1.1366 1.7281

9 38.4874 32.8135 38.8031 32.4653 39.2684 33.1266 38.9150 32.9617 39.9149 33.3885 39.9019 34.3989

0.7596 1.4954 0.7328 1.5502 0.6897 1.3135 0.7132 1.4655 0.6565 1.4168 0.6665 1.2580

10 38.5628 33.1149 38.8117 32.8390 39.1464 32.6105 38.9668 33.2002 39.7257 33.3782 39.6026 33.7723

0.7898 1.3175 0.7636 1.3190 0.7249 1.2743 0.7439 1.2920 0.6857 1.2220 0.7081 1.1959

11 36.9033 31.8417 36.9056 30.6894 37.1815 30.3017 36.9826 32.0232 37.9296 32.3035 38.1298 32.7767

1.2458 1.9452 1.1950 2.0457 1.1602 2.0448 1.1977 1.9036 1.0793 1.8103 1.0921 1.6977

12 39.1826 34.3383 39.3036 33.0570 39.7133 33.5898 39.3271 34.4150 40.1382 34.1477 40.4659 35.3664

0.5996 1.0088 0.5785 1.1128 0.5530 1.0194 0.5932 1.0016 0.5448 1.0167 0.5309 0.8983

13 31.8056 28.7975 30.2278 26.7313 30.3566 25.8615 32.2870 29.3140 32.3168 29.2384 32.7580 29.5080

2.1099 2.8467 2.2708 3.1780 2.2762 3.4638 2.0477 2.7319 1.9532 2.6386 1.9177 2.6314

14 32.9901 28.7035 34.8480 30.2273 34.9636 29.8372 32.8061 28.5379 35.1331 30.2789 34.6815 29.9897
1.6537 2.4062 1.4625 2.2368 1.4178 2.2265 1.6427 2.3920 1.3783 2.1108 1.3790 2.0683

15 35.9837 30.5924 36.5217 29.7825 36.7017 28.9349 35.8843 30.5443 36.7190 30.7231 36.9546 30.1210
1.2814 2.3972 1.1846 2.3966 1.1428 2.4931 1.2702 2.4032 1.1478 2.2702 1.1172 2.3154

16 39.3335 34.5606 38.3122 32.2189 38.9726 33.4249 39.5908 34.9486 39.5813 34.0333 40.6099 36.3883

0.7976 1.4893 0.8331 1.7895 0.7844 1.5286 0.7854 1.4417 0.7671 1.5512 0.7102 1.2344

17 38.8503 31.8483 38.5223 31.1176 38.8687 30.5316 39.3416 31.9986 39.7215 32.2573 39.7808 32.2743

1.3907 1.7518 1.4002 1.8633 1.3061 1.8591 1.2749 1.6875 1.2235 1.6532 1.2364 1.6166

18 34.5751 30.0828 34.4625 29.0260 34.6087 28.2103 34.7779 30.2372 35.5586 30.4966 35.3887 30.3397
2.0733 2.8434 1.9601 2.8745 1.9380 3.0160 2.0240 2.8043 1.7932 2.6044 1.9123 2.7108

19 37.2828 32.0914 36.8853 31.4886 37.2846 31.6989 37.6850 32.3111 38.2983 32.6429 38.3925 33.7268

1.0452 1.9021 1.0660 1.9979 1.0163 1.9443 0.9878 1.8332 0.9398 1.7792 0.9352 1.6448

20 37.5354 31.5288 38.0283 31.0972 38.2942 30.4797 37.7964 31.6786 38.6400 32.3599 38.7041 31.8354
0.8303 2.1026 0.7749 2.1710 0.7491 2.2497 0.7990 2.0676 0.7253 1.9373 0.7233 2.0185

21 36.5895 31.0595 36.2703 29.5479 36.5689 29.0086 36.7403 31.4046 37.3029 31.5061 37.6804 32.0090

0.9485 2.1630 0.9451 2.3824 0.9203 2.5049 0.9422 2.0970 0.8757 2.0141 0.8460 1.9569

22 35.0825 30.0799 35.8485 30.6104 35.8768 29.8668 35.0234 30.0016 36.1690 30.7396 35.9781 30.8209

1502
C

.-Y
.

T
sa

i,
K

.-T
.

S
o

n
g

/
Im

a
g

e
a

n
d

V
isio

n
C

o
m

p
u

tin
g

2
5

(
2

0
0

7
)

1
4

9
5

–
1

5
0

8



1.
24

33
2.

09
37

1.
13

43
1

.9
9

8
7

1
.1

1
9

3
2.

10
92

1.
27

28
2.

11
92

1
.1

2
25

1
.9

2
68

1.
14

67
1.

96
41

23
38

.5
85

3
31

.4
16

6
39

.6
93

1
32

.1
71

3
4

0
.2

6
3

1
3

2
.3

01
5

38
.4

48
1

31
.3

30
7

39
.7

16
7

32
.5

61
1

4
0

.3
6

1
2

3
3

.0
3

5
3

0.
87

94
1.

72
41

0.
81

58
1.

66
18

0
.7

7
3

1
1

.5
2

14
0.

89
91

1.
74

92
0.

81
71

1.
59

70
0

.7
6

8
7

1
.4

5
2

6

24
33

.2
85

5
2

6
.8

78
5

3
3

.7
4

9
9

26
.0

90
4

33
.6

13
6

25
.1

63
4

33
.6

24
5

26
.9

83
9

34
.1

11
7

26
.8

37
2

3
4

.1
2

1
9

2
6

.9
4

5
9

1.
07

99
2

.2
5

44
0

.9
8

6
5

2.
29

93
0.

99
54

2.
48

05
1.

07
19

2.
24

77
0

.9
4

06
2

.1
3

98
0.

98
44

2.
16

81

A
vg

.
36

.3
90

6
3

1
.3

53
3

36
.5

97
2

30
.7

43
9

3
6

.8
6

8
0

30
.5

05
0

36
.5

50
0

31
.4

78
7

37
.4

59
3

31
.8

53
7

3
7

.6
5

8
7

3
2

.2
8

2
9

1.
19

91
1

.9
9

43
1.

14
57

2.
05

41
1

.1
1

0
0

2.
04

70
1.

17
45

1.
96

61
1.

05
79

1.
85

93
1

.0
5

0
7

1
.7

8
7

3

C.-Y. Tsai, K.-T. Song / Image and Vision Computing 25 (2007) 1495–1508 1503
green values are denoted by ws1 � ws4 and the central miss-
ing green value is then estimated by weighted sum of them.
In the edge region, the weights associated with four sur-
rounding color-adjusted green values are denoted by
we1 � we4 and the central missing green value is then car-
ried out by selecting weighted sum in horizontal and verti-
cal directions.

Based on (15), the color-adjusted green values and the
corresponding weights need to be determined for estimat-
ing the missing green value G. For instance, in the case
of interpolating the missing green value on blue pixel posi-
tions, the color-adjusted values in each interpolation direc-
tion are referred to [14] and given by

Ĝ1 ¼ G1 þ
B� B1

2
; Ĝ2 ¼ G2 þ

B� B2

2
;

Ĝ3 ¼ G3 þ
B� B3

2
; Ĝ4 ¼ G4 þ

B� B4

2
:

ð16Þ

And the corresponding weights in smooth and edge regions
are, respectively, given by

wsj ¼
esjP4
k¼1esk

and wej ¼
eejP4

k¼1

eek

; for j ¼ 1 � 4; ð17Þ

where esj and eej are the edge indicators associated with
four surrounding green pixels Gj. In smooth regions, a val-
id assumption is that the directional derivatives of each col-
or channel are small. Thus, the edge indicates in smooth
regions can be seen as a decreasing function dependent
on the sum of local first-order directional derivative such
that

es1 ¼
1

1þ jG1 � G3j þ jG5 � G1j þ jB1 � Bj þ G9�G4þG10�G2

2

�� ��þ R5�R1þR6�R2

2

�� ��
es2 ¼

1

1þ jG2 � G4j þ jG6 � G2j þ jB2 � Bj þ G11�G1þG12�G3

2

�� ��þ R7�R2þR8�R3

2

�� ��
es3 ¼

1

1þ jG1 � G3j þ jG3 � G7j þ jB� B3j þ G2�G13þG4�G14

2

�� ��þ R3�R9þR4�R10

2

�� ��
es4 ¼

1

1þ jG2 � G4j þ jG4 � G8j þ jB� B4j þ G1�G16þG3�G15

2

�� ��þ R4�R11þR1�R12

2

�� �� :
ð18Þ

In edge regions, the assumption is that the directional
derivatives of each color channel are consistent along the
direction of edges. Thus, the edge indicates in edge regions
can be seen as a decreasing function dependent on the con-
sistence of local first-order directional derivative such that

ee1 ¼
1

1þ jG1 � G3 j þ jG5 � 2G1 þ G3 j þ jB1 � B� G1 þ G3 j þ jR5 � R1 � G9 þ G4 j þ jR6 � R2 � G10 þ G2 j

ee2 ¼
1

1þ jG2 � G4 j þ jG6 � 2G2 þ G4 j þ jB2 � B� G2 þ G4 j þ jR7 � R2 � G11 þ G1 j þ jR8 � R3 � G12 þ G3 j

ee3 ¼
1

1þ jG1 � G3 j þ jG1 � 2G3 þ G7 j þ jG1 � G3 � Bþ B3 j þ jG2 � G13 � R3 þ R9 j þ jG4 � G14 � R4 þ R10 j

ee4 ¼
1

1þ jG2 � G4 j þ jG2 � 2G4 þ G8 j þ jG2 � G4 � Bþ B4 j þ jG1 � G16 � R1 þ R12 j þ jG3 � G15 � R4 þ R11 j
:

ð19Þ

Once the weights of each color-adjusted green value are ob-
tained from (17), the missing green value G can be obtained
by using (15). Finally, the full green channel can be ob-
tained by adopting the same procedure as described above
to interpolate the missing green value on red pixel posi-
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tions. This method for interpolating green channel from
CFA samples is combined with the proposed demosaicing
algorithm.
5. Experimental results

Extensive experimental studies have been carried out to
verify the effectiveness of the proposed demosaicing algo-
rithm. In the experiments, twenty-four natural images from
the Kodak PhotoCD, as shown in Fig. 2, are employed to
demonstrate the demosaicing performance. The demosa-
iced results of the proposed method are compared with
the recently published methods of Gunturk [13] and Lu
[14]. For Gunturk’s method, we make use of one-level (1-
L) decomposition with eight projection iterations in the
experiments. Because Gunturk’s method consists of only
the interpolation step, for fair comparison in each step,
Lu’s post-processing method was adopted as the post-pro-
cessing step for Gunturk’s method. As shown in Fig. 1, all
test images are down-sampled to obtain the Bayer pattern
Fig. 9. Zoom-in demosaicing test results of test image No. 1: (a) original pictur
(d) the proposed EADA interpolation result, (e) Gunturk’s method with Lu’s p
EADA post-processing result.
and then reconstructed using the demosaicing methods
under comparison in RGB color space.

To evaluate the quality of the demosaiced images,
PSNR and CIELAB DE�ab are adopted as performance
measure. The PSNR (in dB) is defined as

PSNRðdBÞ ¼ 10log10 2552 1

MN

X
16y6M

X
16x6N

kOðx; yÞ � Dðx; yÞk2

 !�1
8<
:

9=
;;

ð20Þ

where M, N are the total row and column number of the
image; Oðx; yÞ is the color vector at the (x, y)th position
of the original color image; and Dðx; yÞ is the corresponding
color vector in the demosaiced color image. The CIELAB
DE�ab is given by

DE�ab ¼
1

MN

X
16y6M

X
16x6N

kOLabðx; yÞ � DLabðx; yÞk; ð21Þ

where OLabðx; yÞ and DLabðx; yÞ are the color vector in CIE-
LAB color space at the (x, y)th position of the original and
e, (b) demosaiced result of Gunturk’s method, (c) Lu’s interpolation result,
ost-processing result, (f) Lu’s post-processing result, and (g) the proposed
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demosaiced color image, respectively. A DE�ab greater than
2.3 indicates the color difference is visible, while greater
than 10 means the demosaiced image is very different from
the original one [16]. For a demosaiced image, high fidelity
implies high PSNR and small CIELAB DE�ab measures.

Furthermore, we compute the PSNR and DE�ab measures
of smooth and edge regions separately for more detailed com-
parison with other algorithms. The method used to divide the
original image into smooth and edge regions is the same as
that discussed in Section 4. The threshold value T was set to
10 in the experiments. Table 2 presents the PSNR values
and CIELAB DE�ab for the smooth and edge regions of the
demosaiced results obtained by the proposed interpolation
method together with those by other methods for compari-
son. In each step, the bold-italic font denotes the largest
PSNR and smallest CIELAB DE�ab measures of smooth and
edge regions across each row. It can be seen from the table
that EADA provides improved demosaiced fidelity for
smooth regions in most images compared with other methods
in the interpolation step. However, in the post-processing
step, the proposed post-processing scheme not only obtains
the best demosaiced results in the smooth regions, but also
provides superior improvement in the edge regions, which
are crucial to the visual quality. These improvements can
add-up the PSNR and reduce DE�ab of the edge regions of
the interpolation result by about 1.78 dB and 0.26 units,
respectively in average. In some cases, the gap can be as large
as 3.89 dB (PSNR) and 0.83DE�ab units, e.g., for image No. 13.

Fig. 9 explains why such a large performance gap exists
between the proposed post-processing method and others.
Fig. 9(a) shows a zoom-in of the test image No. 1. Figs.
9(b)–(d) are, respectively, the demosaiced results obtained
from Gunturk’s, Lu’s and the proposed EADA interpola-
tion step. The corresponding PSNR and DE�ab measures
for smooth and edge regions are presented separately in
Table 3. It can be seen that these demosaiced images have
different types of color artifacts around the edge and
smooth regions. In Figs. 9(b) and (c), the color artifacts
are mainly distributed in the smooth regions (such as the
blinds of the window) and appeared as pale false-colors
with some zipper-effect. In contrast, the color artifacts in
Fig. 9(d) are concentrated around the edge regions and
appeared as deep false-colors with little zipper-effect.
Therefore, as can be seen from Table 3, the smooth regions
of Fig. 9(d) give better PSNR and DE�ab measures than
those of Figs. 9(b) and (c) in the interpolation step.

Figs. 9(e)–(g) are the post-processing results correspond-
ing to Figs. 9(b)–(d), respectively. Furthermore, Figs. 9(e–
f) and (g) present, respectively, the demosaiced results
obtained by using Lu’s and the proposed post-processing
step. It is clear that Figs. 9(e-f) still retain some color arti-
facts in smooth and edge regions, which is mainly because
Lu’s post-processing is only applied to artifact-prone
regions (mainly the edge regions) [14]. This implies that
Lu’s post-processing method cannot effectively reduce the
color artifacts in smooth regions, which usually contain
some fine textures. Thus, color artifacts in the smooth
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regions of demosaiced image will still exist when utilizing
Gunturk’s and Lu’s demosaicing methods. On the con-
trary, color artifacts of demosaiced images obtained from
the proposed EADA interpolation step are mainly con-
verged in edge regions. The discussion of color-difference
model in Section 2 shows that the color artifacts in high-
frequency regions will be reduced effectively by linear
low-pass filtering in the color-difference space. Therefore,
the proposed post-processing method provides superior
improvement for the demosaiced images obtained from
the interpolation step. More specifically, EADA provides
the fewest color artifacts for smooth regions in interpola-
tion step and reduces the residual color artifacts around
edge regions effectively in post-processing step. This can
be seen in Table 3 and by visually comparing Fig. 9(d) with
Fig. 9(g). Similar results can also be observed in the test
results presented Fig. 10.

The demosaiced results shown in Fig. 11 evaluate the
performance of EADA in edge regions and fine textures.
Fig. 11(a) shows a zoom-in of the test image No. 19. In this
scene, the fence region contains many long edges and high-
Fig. 10. Zoom-in demosaicing test results of test image No. 8: (a) original p
result, (d) the proposed EADA interpolation result, (e) Gunturk’s method wi
proposed EADA post-processing result.
frequency detail of the image. These features usefully chal-
lenge the performance of demosaicing methods. Figs.
11(b)–(d) are, respectively the demosaiced results obtained
from Gunturk’s, Lu’s and EADA interpolation methods.
From visual comparison, we can observe that the Gun-
turk’s and Lu’s interpolation methods induce more color
artifacts in the fence region than EADA does. Moreover,
as shown in Figs. 11(e) and (f), the color artifacts in the
demosaiced result still remain in the fence region when
using Lu’s post-processing method. However, by visually
comparing Figs. 11(d) with (g), it is clear that the color arti-
facts in the demosaiced result can be effectively reduced by
using the proposed post-processing method. Note in Table
3 that the proposed algorithm provides the best PSNR and
DE�ab measures not only in the interpolation step, but also
in the post-processing step for this case. The gap between
proposed and other methods can be as large as 3.57 dB
(PSNR) and 0.22 DE�ab units in smooth region, 0.98 dB
(PSNR) and 0.23 DE�ab units in edge region. These experi-
mental results validate that EADA not only effectively
reduces the color artifacts in edge regions and fine textures,
icture, (b) demosaiced result of Gunturk’s method, (c) Lu’s interpolation
th Lu’s post-processing result, (f) Lu’s post-processing result, and (g) the



Fig. 11. Zoom-in demosaicing test results of test image No. 19: (a) original picture, (b) demosaiced result of Gunturk’s method, (c) Lu’s interpolation
result, (d) the proposed EADA interpolation result, (e) Gunturk’s method with Lu’s post-processing result, (f) Lu’s post-processing result, and (g) the
proposed EADA post-processing result.
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but also gives superior performance compared with the two
well-known methods.
6. Conclusion and future work

This paper presents a novel edge-adaptive CFA demosa-
icing algorithm based on a color-difference approach. The
proposed EADA algorithm effectively reduces color arti-
facts in both smooth and edge regions of demosaiced images.
The proposed algorithm can be combined with any existing
image interpolation method for reconstructing the green
channel. A new adaptive interpolation method is then pre-
sented using a nonlinear procedure for choosing the direc-
tion of interpolation to reconstruct the green channel from
CFA samples. The performance of the proposed method
has been compared with two recent published demosaicing
methods, Gunturk’s and Lu’s methods. Experimental
results show that the proposed method not only outper-
forms both of them in PSNR (dB) and DE�ab measures,
but also gives superior demosaiced fidelity in visual com-
parison with other methods. Future research directions will
focus on developing the single-plane reconstruction algo-
rithms to reconstruct the green channel with minimum
interpolation error.
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